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Introduction
The main aim of this study is to extract and characterise the cyclical behaviour of important 
financial sections in the South African economy, based on a wide range of South African financial 
variables. The 2007–2008 global financial crisis caused negative spillovers to the real economy of 
the United States as well as other economies across the world. Financial factors used to be an 
afterthought for policymakers at one point but are now a point of debate in policymaking 
(Chorafas 2015; Schüler, Hiebert & Peltonen 2017). The important role financial factors can play in 
the path of the real economy, and the potential disruption it can cause if neglected, has become 
apparent in recent years. As a result, policymakers realised that financial factors cannot simply be 
left to progress completely on its own path, nor can it be controlled by simply controlling the real 
economy, giving rise to the concept of macroprudential policies (Borio 2014).

Cyclical fluctuations in real economic activity are typically proxied by the business cycle, and the 
business cycle could be measured in terms of gross domestic product (GDP). GDP therefore aids 
as a simplistic measure for policymakers and other economic agents to measure the stance of the 
real economy and manage it accordingly. This, however, is not the case for the financial side of the 
economy. There are a vast number of financial variables that can potentially be used to measure 
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the financial climate of an economy, and therefore just as 
many potential variables for policymakers to manage. One of 
the major challenges in macroprudential policymaking is to 
determine how the cycles of these vast number of financial 
components should be managed (Galati & Moessner 2013). 
Macroprudential policy is an overarching concept for a set 
of  policies that aims to foster financial stability (Galati & 
Moessner 2013).

Galati and Moessner (2013) argue that the above-mentioned 
debate prevails because of the lack of research and knowledge 
regarding the cyclical characteristics of the important 
prevailing financial cycles in an economy. This is particularly 
the case of emerging economies, such as the South African 
economy. The bulk of research work on South African 
economic cycles focuses on the business cycle, such as the 
work by Botha, Greyling and Marais (2006), Du Plessis (2004) 
and Moolman (2004), and very little work has been conducted 
on South African financial cycles. In order for South African 
policymakers and other economic participants to fully 
understand cyclical movements in the South African 
economy, the body of academic literature on South African 
financial cycles needs to grow.

A potential means to address the complexity of financial 
cycles, which is largely caused by the large amount of 
potentially significant financial variables, is to group the 
large number of financial variables present in an economy 
into a small number of common sections. This will allow one 
to aggregate the cyclical behaviour of a large number of 
variables into a limited number of representing financial 
sections. This will allow policymakers to focus on a limited 
number of aggregate cyclical measures rather than a large 
number of individual variables (Menden & Proano 2017).

There are three key objectives that accompany the main aim 
of this study. The first objective is to construct a representing 
index for important South African financial sections. The 
second objective is to extract the trend component from each 
representing index to identify a representing cycle for each 
South African financial section. And the third objective is to 
characterise the cyclical behaviour of each cycle and compare 
the cyclical behaviour between important financial cycles 
and the South African business cycle

The motivation for this study is that financial cycles are 
complex, making it hard to measure and understand. This, 
in turn, makes financial cycles and the effect of fluctuations in 
financial cycles hard to predict and manage. Fluctuations in 
financial cycles also proved to be extremely disruptive, 
emphasising the need to improve the understanding of these 
cycles. This study will afford the measurement of South 
African financial cycles to be simplified and improve the 
understanding of South African financial cycles. This study 
will therefore aid in the understanding of financial cycles 
which proved over the past decade to be complex, because 
of  magnitude, as well as disruptive. Better understanding 
South African financial cycles and having a more simplistic 
frame of reference will improve the ability of South African 

policymakers and other economic participants to make 
decisions related to financial cycle, such as interest rate 
decisions, asset allocation decisions and fixed capital 
formation decisions.

Asset managers can, for example, take the typical duration 
and amplitude of South African interest rate cycles to 
determine where in the cycle current interest rates are and 
thereby determine whether interest rates are likely to rise or 
fall. The same can be done for the South African credit cycle 
or the South African equity cycle. Policymakers can, for 
example, use the characteristics of South African credit cycles 
extracted in this study to determine whether credit is 
overextended or not. The value of this study therefore lies in 
the simplification and understanding of South African 
financial cycles, which will, in turn, make fluctuations in 
financial cycles more manageable.

Hereafter the study will follow the following structure: firstly, 
an overview of relevant literature will be provided. Secondly, 
the data to be used in this study and the methodology to be 
utilised in this study will be described.

Literature review
The literature on financial cycles has grown since the financial 
crisis of 2007 or 2008. The realisation came about that 
aggregate financial cycles are not simply a sole function of 
the real economy, but often a self-reinforcing cycle typically 
driven by subjective value perceptions, risk appetite and 
fluctuating financing constrictions by market partakers 
(Menden & Proano 2017). This realisation prompted research 
in the field of financial cycles. However, despite the growth 
in literature on financial cycles, no agreed upon definition for 
financial cycles exist yet, making it a challenge to know what 
exactly to consider when considering financial cycles (Adarov 
2018; Aikman, Haldane & Nelson 2015; Borio 2014; Claessens, 
Kose & Terrones 2012; Pontines 2017; Schüler et al. 2017). In 
literature, a number of researchers have proposed definitions 
for the aggregate financial cycle. Borio (2014) proposed that 
financial cycles are the interface between the change in 
perceived value and risk of assets, a change in the level of 
available financing and the level of liquidity prevailing in the 
market, resulting in upwards and downwards movements in 
these cycles. Ng (2011) suggested a similar definition, stating 
that financial cycles are variations in the perception and 
appetite for risk over time, typically driven by fluctuations in 
credit levels, asset prices and available funding.

By these definitions, cyclical fluctuations in financial 
conditions cannot be summed up and proxied by a single 
variable. This infers that cyclical characteristics of a number 
of variables need to be considered for one to fully understand 
cyclical fluctuations in financial conditions (Claessens et al. 
2012). Despite this, Menden and Proano (2017) state that 
most financial cycle research focuses on a small number of 
variables to proxy aggregate financial cycles, and neglect to 
consider and incorporate the vast number of financial 
variables that can potentially have an effect on aggregate 
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economic conditions. Farrell and Kemp (2017), Pontines 
(2017), Aikman et al. (2015), Borio (2014) and Claessens et al. 
(2012) are examples of research work that only considered 
credit cycles and property price cycles as measures of 
aggregate financial cycle conditions. Yet, it cannot simply be 
assumed these parsimonious variables will always be the 
most accurate way to represent the dynamics of a financial 
cycle. Given the disruptive nature of cyclical fluctuations in 
financial conditions, it can be argued that it is essential to 
have the best possible understanding of the aggregate 
financial cycle, to provide the best change for policymakers 
to effectively manage the aggregate financial cycle.

A number of researchers, such as Hiebert, Jaccard and Schüler 
(2018), Adarov (2018), Chorafas (2015), Borio (2014) and 
Sarbjin (2014), have studied the characteristics of financial 
cycles in developed economies, and the common consensus 
is that financial cycles typically have a duration of 8–32 years, 
a much longer duration than that of business cycles, but that 
equity cycles typically have a duration of 2–8 years, in line 
with that of the typical business cycle. Furthermore, Hiebert 
et al. (2018) and Borio (2014) found that financial cycles 
typically exhibit cycles with an amplitude much larger than 
that of the typical business cycle. Claessens et al. (2012), 
however, found that the characteristics of financial cycles in 
emerging markets are considerably different than that of 
developed markets.

Pontines (2017) and Claessens et al. (2012) found evidence 
that the financial cycles of developing countries are much 
shorter and sharper than that of developed countries. Borio 
and Drehmann (2011) state that this can have various 
modelling implications, such as a misspecification of band-
pass filter durations, indicating that consideration should be 
given to these differentials when extracting cycles using 
band-pass filters.

Some work has been conducted on the South African financial 
cycle, such as the work by Farrell and Kemp (2017) and 
Boshoff (2005). However, these researchers have proxied the 
South African financial cycle with a very limited number of 
financial variables, neglecting to consider the vast potential 
financial variables that could have an essential role in 
financial conditions. Farrell and Kemp (2017), for example, 
only measured the South African financial cycle in terms of 
South African credit levels, house prices and aggregate equity 
prices. Similarly, Boshoff (2005) also proxied the South 
African financial cycle in terms of credit levels and house 
prices. Existing research on South African financial cycles 
neglects to consider essential financial variables such as 
South African interest rate conditions, bank balance sheet 
conditions and foreign financial conditions. These financial 
aspects are identified by the literature to be important 
financial aspects (Menden & Proano 2017; Schüler, Hiebert & 
Peltonen 2015).

Characterising and understanding the cycles of all the 
financial aspects of an economy will afford policymakers a 
more thorough and full view of aggregate South African 

financial conditions. It will also allow other economic 
participants to distinguish between the characteristics of 
important financial cycles. This will allow economic 
participants to focus on the cyclical characteristics of variables 
most relevant to their operations. Filling this research gap 
will, thus, make an economic policy contribution and afford 
other economic agents the knowledge to better manage 
relevant financial cyclical fluctuations.

Methodology and data
Data description
In this study, the cyclical characteristics of seven South 
African financial sections are determined. These sections are 
South African credit conditions, South African property 
market conditions, South African interest rate conditions, 
balance sheet conditions of the South African financial sector, 
South African equity market conditions, South African 
economic confidence levels and South African foreign 
financial positions.

South African credit conditions consist of variables that 
measure credit levels in South Africa, such as total private 
domestic credit extended and total credit to government. It 
also includes variables related to credit extension and 
contraction such as money supply. South African property 
market conditions consist of variables that measure aggregate 
South African house prices. South African interest rate 
conditions consist of variables that measure the cost of money 
in the South African economy, variables that measure the 
spread between the cost of money given different borrowing 
durations and the spread between the cost of money given 
different credit qualities. Note that interest rate spreads are 
calculated by means of calculating the difference between the 
yield of a debt instrument with a relatively longer duration 
and the yield of a debt instrument with a relatively shorter 
duration. Also, note that the quality yield spread is calculated 
by means of determining the difference between the yield on 
a South African government bond and a government bond of 
the United Sates with similar maturities.

Balance sheet conditions of the South African financial sector 
consist of variables that measure the aggregate state of the 
balance sheet of South African financial institutes, such as 
total bank assets, total bank liabilities and liquid assets by 
banks. South African equity market conditions consist of 
variables that measure aggregate South African equity prices 
as well as equity prices of specific industries in South Africa. 
Furthermore, variables measuring dividend yield offered by 
equity in South Africa are included in this section. South 
African economic confidence levels include variables that 
indicate the level of confidence in the South African economy, 
such as business confidence, consumer confidence and gross 
capital formation. Finally, South African foreign financial 
positions consist of variables that measure key foreign 
financial positions, such as total foreign assets held by the 
South African Reserve Bank, total gold and foreign exchange 
reserves at the South African Reserve Bank and non-resident 
purchases of South African shares and bonds.
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The full lists of variables that constitute each financial section 
are listed in the Appendix 1, Table 1-A1. The time horizon of 
each variable to be included in the analysis ranges from 01 
January 1975 to 01 December 2017, a 42-year period, and the 
frequency of the data is monthly. Both the Thompson Reuters 
Datastream database as well as the Quantec database are 
utilised to gather the relevant data for this study. In 
circumstances where the variable does not date back to 01 
January 1975, multiple imputation will be used to simulate 
these data points. Van Ginkel and Kroonenberg (2017) state 
that multiple imputation relies on estimating missing data 
points multiple times based on prevailing patterns between 
the variable with the missing data and the other variables 
without missing data points. This process typically reduces 
errors and improves validity and robustness, relative to other 
imputation methods, because of the fact that the method 
does not only rely on a single imputation, but also on the 
average of a number of imputations (Van Ginkel & 
Kroonenberg 2017). A relatively more robust interpolation 
approach will increase the accuracy of each cycle estimated 
in this study.

Another issue is frequency mismatches between variables, 
for example some variables are only released on a quarterly 
basis. In such cases, cubic spline interpolation methodology 
will be used to transform frequency mismatches. Brooks 
(2008) argues that the cubic spline interpolation methodology 
typically provides an interpolating polynomial with less 
errors and that is less erratic and smoother than other  
well-known interpolation methods. Provided that the aim of 
this study is to extract smooth cycles for important South 
African financial sections, it will be optimum to implement 
cubic spline interpolation methodology, given that this 
methodology is known to provide a relatively smoother 
polynomial.

Methodology
Principal component analysis
Economic and financial variables typically exhibit syncretic 
movement among each other. Because of the correlation 
among economic and financial variables, it is argued that a 
set of observable variables can be compressed into a limited 
number of representing latent variables and thereby aid as 
a  means of dimension reduction (Stock & Watson 2006). 
Pearson (1901) developed the principal component analysis 
(PCA) framework which is a well-known dimension 
reduction technique (Stock & Watson 2006). Brooks (2008) 
states that a PCA is a dimension reduction procedure that 
uses correlation among observable variables to orthogonally 
transform a range of variables into one or two principal 
components. In other words, a PCA transforms a set of 
variables that are potentially correlated into a limited number 
of uncorrelated variables that are called principal components. 
The aim is to encapsulate a maximum amount of variance 
among variables into as few as possible principal components.

Brooks (2008) and Stock and Watson (2006) state that a PCA 
works well when working with a large group of variables 

that can naturally be divided into pre-specified groups. This 
is in contrast to the dynamic factor model that only allows for 
a limited number of variables. The PCA is an ideal dimension 
reduction technique for this study given that 73 financial 
variables will be considered and subdivided in this study. 
Therefore, to reduce all the representing variables of a given 
South African financial section into a representing index, a 
PCA will be used. The principal components are independent 
linear combinations of the primary data and can be specified 
as follows (Pearson 1901):

p1 = a11 x1 + a12 x2 + … +a1k xk

p2 = a21 x1 + a22 x2 + … +a2k xk

… … … …
pk = ak1 x1 + ak2 x2 + … +akk xk� [Eqn 1]

where p1 represents the first principal component, followed 
by pk as principal components. The original variables are 
represented by x1 to xk and α are the component loadings, 
showing the correlation between the principal component 
and the variable. More specifically, because the eigenvectors 
determine the weights of each principal component, a vector 
of eigenvalues e1 to ek can be used to re-specify the above 
equation.

p1 = e11 x1 + e12 x2 + … +e1k xk

p2 = e21 x1 + e22 x2 + … +e2k xk

… … … …
pk = ek1 x1 + ek2 x2 + … +ekkxk� [Eqn 2]
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Principal component is determined based on its eigenvalue 
which is derived from the variance matrix, and the first 
principal component encapsulates the maximum variance of 
the underlying variables, and therefore the largest eigenvalue. 
Brooks (2008) suggests that components with eigenvalues 
equal or larger than 2 are worthwhile considering. The 
reasoning behind this is that components with eigenvalues 
equal to or larger than 2 aid as a latent factor for at least two 
variables.

Furthermore, Lansangan and Barrios (2009) showed that 
PCA renders more accurate result if the input variable is 
stationary. Therefore, as suggested by Lansangan and Barrios 
(2009), non-stationary variables will be transformed to 
stationary variables by means of differencing the time series. 
The unit root test outputs for each variable included in this 
study are depicted in the Appendix 1, Table 1-A1. 
Furthermore, the Kaiser (1958) Varimax rotation will be 
applied to each PCA in this study to maximise the component 
loadings of each variable to the first principal component. 
The Kaiser (1958) Varimax rotation method creates a more 
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simplistic state space structure, thereby improving the 
interpretability of component loadings and reducing the 
possible ambiguity.

Index weighting scheme
To construct a single index, given a range of variables, a 
weighting scheme needs to be determined (Elliot & 
Timmermann 2013). Chao and Wu (2017) outlined a 
framework according to which an index can be built based 
on PCA loadings. Lansangan et al. (2009) state that a 
principal component is a weighted sum of all the input 
variables weighted by each variable’s component loading. 
Therefore, component loadings can be effectively used as 
a weighting scheme to construct an index. The manner in 
which the weighting of each variable towards the index 
of  a  corresponding South African financial section is 
calculated will differ slightly depending on the number of 
components explaining that section. In the case where 
only one component has an eigenvalue larger than 2, and 
thus only one representing component, the weighting of a 
variable towards the index will be calculated as follows 
(Chao & Wu 2017):

=
∑







∗

>

W
L
L

100X
X

i 0.4

� [Eqn 4]

where LX is the component loading of variable Xi onto the 
component and √Li is the sum of all the component loadings 
with an absolute value larger than 0.4. In a case where there 
are two common components with eigenvalues larger than 2, 
and thus two representing components, then the variables 
primarily loading onto the component with a higher 
eigenvalue should have a relatively higher weighting 
towards the index. Therefore, the component loading of each 
variable will first be relatively weighted based on the 
corresponding eigenvalue of the component a variable 
primarily loads on to. This will be done in accordance with 
the following equation:

′ =
∑
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� [Eqn 5]

where L′X is the eigenvalue adjusted component loading for 
Xi, EVCPLX represents the eigenvalue of the component onto 
which variable Xi primarily loads onto and √EV>2 is the sum 
of all the eigenvalues larger than 2 because only components 
with an eigenvalue larger than 2 will be considered in the 
study. The following equation will be used to calculate the 
final weighting of variable Xi given a case where two common 
components are extracted.
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� [Eqn 6]

The index for a given financial section will then be calculated 
as follows:

IndexSAFS = √Xi (WX)� [Eqn 7]

The index for a given South African financial section is 
therefore the component loading weighted sum of all the 
representing variable for that given financial section. Note 
that if a given variable Xi has a negative component loading, 
then WX in Equation 7 will be negative to encapsulate the 
inverse movement exhibited by variable Xi (Chao & Wu 
2017). Note that the PCA is conducted only to establish 
the  weight of each variable towards the corresponding 
index; therefore, even though the variables included in 
the PCA will be stationary, once the weight of each variable 
is determined with PCA, the original time series of a 
variable will be aggregated and thus a non-stationary index 
can exist.

Once an index has been constructed for each South African 
financial segment, the cycles will be extracted from each 
index to represent the cyclical movements of that specific 
financial segment.

Cyclical extraction: Christiano–Fitzgerald filter
Some of the most regularly used filters in economic and 
econometric research to extract cycles is the Hodrick Prescott 
filter, the Baxter-King filter and the Christiano–Fitzgerald 
(CF) filter (Adarov 2018; Gomez 2001; Ravn & Uhlig 2002). 
It  is often found, however, that the Hodrick Prescott filter 
picks up short-term noise in a stochastic process and 
therefore often produces spurious cycles (Woitek 1998). 
Furthermore, Nielsson (2011) states that the CF filter does 
not have a trimming factor like the Baxter-King filter, and 
therefore uses the total set of filtered data points. Nielsson 
(2011) argues that the asymmetric properties of the CF filter 
generally make the CF filter more accurate than the filter. 
The CF filter will therefore be used to extract representing 
cycles from each South African financial index. As specified 
by Christiano and Fitzgerald (2003), the CF filter can be 
calculated as follows:

= + + + + +
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where pu depicts the lower limit of the pre-specified 
cyclical  duration period and pl depicts the upper limit of 
the  pre-specified cyclical duration period. Any cycle that 
depicts a duration shorter than pu or longer than pl will be 
preserved in  ct. Once the cycles for each South African 
financial sections have been extracted, spectral density 
analysis will be used to characterise these cycles. Pontines 
(2017) and Strohsal, Proano and Wolters (2015) are examples 
of researchers who have implemented spectral density 
analysis to characterise economic cycles.
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Spectral density analysis
In this study, spectral density analysis will be implemented 
to characterise cycles within the frequency sphere. Spectral 
density analysis is based on the second momentum of a 
cyclical series and presents a way to extract and interpret 
information encapsulated in the second-order movement of a 
cyclical series. The spectrum of a cyclical series can be defined 
as the variance distribution of that series as a function of 
frequency (Strohsal et al. 2015). According to Strohsal et al. 
(2015), the autoregressive moving average (ARMA) model 
can be used to estimate the spectrum of a cyclical series. In 
accordance with Box and Jenkins (1976), the ARMA (p, q) 
process can be specified as follows:

+ = + + =∈ − ∈ − − ∈− − − −x a x a x b b bi t p t p t t q t q1 1 1 2 1 

� [Eqn 9]

where xi are the autoregressive terms in the model, with xt - p 
optimal lags, and et is the moving average term, with et  -  q 
optimal lags, and bq is the corresponding moving average 
coefficient. The frequency frontier for the spectrum of the 
ARMA process is between minus p and p and can be defined 
as follows in accordance with Pontines (2017):
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2
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2
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2

� [Eqn 10]

where f shows the frequency of variance within a specific 
period, f(w) refers to the ARMA(p, i, q) spectrum and ai 
and  bi are parameters substituted from the ARMA(p, i, q) 
process in Equation 9. By this equation it is shown that 
the  ARMA(p,  i,  q) parameters determine the shape of the 
spectrum, but do not affect the frequency variance of a 
specific period.

In contrast to traditional time domain analysis techniques, 
which considers how the second movement of a series 
evolves and changes over time, spectral density analysis 
depicts the extent to which movement in a cyclical series lies 
within a specific frequency band (Pontines 2017). This allows 
one to establish the typical duration range of a cycle. Strohsal 
et al. (2015) state that the power of a cycle at frequency zero 
should be zero if a given filter totally removed the trend 
component from a series, for example one of Baxter and 
King’s (1999) objectives was to structure a band-pass filter 
that places a zero weighting at a zero frequency. The absence 
of cyclical power at a zero frequency will thus confirm 
whether a given filter was able to fully remove the trend of 
a series.

This analysis will provide three key measures that will be 
used in this study. The first measure is a special density level 
that indicates the frequency at which the volatility of a cycle 
peaks, as well as the cyclical duration that corresponds with 
that frequency level. This level will indicate the most 
prominent, and thus most common cyclical duration of a 
given cycle. The second measure will be a frequency band 
that indicates an upper and lower frequency level between 
which most of the spectral mass lies, and thus a cyclical 

duration band between which most of the volatility of a 
given cycle takes place. The third measure will show the 
percentage of total volatility within a cycle that takes place 
between the frequency band produced by the second 
measure. These measures will be used to identify the typical 
duration of a given cycle.

Results and findings
This analysis will start with determining the number of 
common components needed to represent each financial 
section of the South African economy by making use of the 
eigenvalues of each component (Brooks 2008). After 
establishing this, the PCA will be conducted, and the 
significance of conducting a PCA on a given set of 
representative variables will be determined based on the 
Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy 
and the Bartlett’s test of sphericity (BTS) (Brooks 2008). Then 
the component loadings of each section’s representing 
variable onto the common component/s will be considered. 
These loadings will then be used to construct a representing 
index for each South African financial section. Following on 
from this, various filters will be used to extract cycles from 
the index that represents each South African financial section. 
Finally, spectral density analysis will be implemented as a 
means to determine the typical duration of each cycle.

Note that only components with eigenvalues larger than 2 
will be considered. Based on the eigenvalue plots in Figure 1, 
it can be inferred that the following South African financial 
sections are encapsulated by one common component: 
credit  conditions, property prices, South African economic 
confidence indicators, foreign financial position and bank 
balance sheet conditions. Furthermore, South African interest 
rate conditions and South African equity market conditions 
are encapsulated by two components. Given this optimum 
amount of representing components for each financial 
section, the analysis can carry on and the significance 
of  implementing a PCA on a given set of variables can be 
assessed.

Evaluating the implementation of principal 
component analysis
Table 1 depicts the Kaiser–Meyer–Olkin (KMO) Measure and 
the p-value of the Bartlett test statistic for each South African 
financial section.

Given that the KMO test results for each financial section 
depicted in Table 1 are all above 0.7, a reasonable proportion 
of the variance among variables representing each financial 
section of South Africa is adequately represented by a 
common component or components. Furthermore, based on 
the p-value of the Bartlett test statistic for each financial 
section, a significant portion of the variance among the 
variables in each section is homogenic.

Now the communalities of each variable and the relating 
underlying components are calculated and considered, as 
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FIGURE 1: Screen plot of the eigenvalues of each respective section. (a) South African credit conditions, (b) South African interest rate conditions, (c) South African house 
prices, (d) South African equity markets, (e) financial confidence indicators, (f) foreign financial positions, (g) bank balance sheet conditions.
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depicted in Appendix 1, Tables 1-A1 and 2-A1. Given these 
communalities, only variables with a communality factor of 
0.40 or higher will be included in the model, and thus any 
variables with a communality factor lower than 0.40 will be 
excluded from the study. In cases where variables are 
eliminated the calculation will be adjusted to normalise the 
total weighting of the index back to a 100%. After elimination 
of the necessary variables, a PCA analysis will be re-
estimated. The eigenvalues of each respective component in 
each South African financial section are depicted in the 
Appendix 1, Table 3-A1.

Component loadings
The component loadings can simply be understood as 
the  correlation between each observable variable and the 
corresponding components. Ideally, a variable should have 
a component loading larger than 0.4, which will indicate 
that a variable has a sufficient amount of homogenic 
movement in relation to the other observable variables 
(Brooks 2008).

Component loadings of South African credit conditions
Considering Table 2, all these variables load sufficiently and 
positively onto the first component. The positive 
synchronisation among South African credit measures and 
South African money supply aligns with the monetarist 
theory of economic cycles, which argues that a Central Bank 
of an economy increases money supply to encourage the 
extension of credit (Howard & Kolk 1996). The weightings of 
each variable towards the representing index are depicted in 
the right-hand column of Tables 2–8, and Equations 4–7 
depict how these weightings are determined.

Component loadings of South African interest 
rate conditions
Given that South African interest rate conditions have two 
distinct components with eigenvalues larger than 2, two 
distinct groups of variables that exhibit co-movements exist. 
Considering individual loadings onto the first component 
represented in Table 3, the South African repo rate, the 
3-month bankers’ acceptance rate, the inter-bank call money 
rate and the South African prime rate predominantly load 
onto this component. Furthermore, short-term government 
bond yields, and medium-term government bond yields also 
primarily load onto component 1. The component loadings 

are positive and indicate that these interest rates exhibit a 
strong to very strong co-movement among each other.

These findings concur with Lunsford (2018) in that short- to 
medium-term government bond yields are sensitive to 
changes in short-term interest rates such as the prime rate 
and the repo rate. On the contrary, South African long-term 
government bond yields proved to not have a strong co-
movement with the other measures of interest rates  
and yields. This indicates that long-term debt is often 
disconnected from short-term interest rate changes, as 
suggested by Lunsford (2018). Based on these findings, 
long-term government bond yields will be excluded from 
this study and will only be used when calculating bond 
spreads.

Also, loading primarily onto component 1 is South African 
yield curve measures such as the yield spread between 
long-term and short-term South African government 
securities, medium-term and short-term South African 
government securities and the yield spread between long-
term and medium-term South African government securities. 
These loadings are negative, indicating an inverse 
relationship with the component and the variables with 
positive component loadings. This finding relates to a large 
body of literature that studies the term structure of interest 
rates. Fama and French (1989) are examples of such work. 

TABLE 1: Kaiser-Meyer-Olkin (KMO) statistic and p-value of Bartlett’s test 
statistic.
Variable KMO statistic p-value of the  

Bartlett test statistic

SA credit conditions 0.874 0.002**
SA interest rate conditions 0.894 0.000***
SA house prices 0.833 0.000***
SA equity markets 0.802 0.049**
Financial confidence indicators 0.761 0.021**
Foreign financial positions 0.718 0.001***
Bank balance sheet conditions 0.781 0.019**

**, *** Statistical significance at the 5% and 1% levels, respectively.
SA, South Africa. TABLE 3: Component loadings of South African interest rate conditions.

Variable Loading onto 
component 1

Loading onto 
component 2

Weight towards 
index (%)

Repo rate 0.970 -0.068 10.146
3-month bankers’ acceptance rate 0.913 -0.070 9.549
Inter-bank call money rate 0.877 -0.117 9.173
SA prime rate 0.726 -0.002 7.594
Medium-term short-term spread -0.683 -0.078 7.144 → -7.144
Long-term medium-term spread -0.670 0.016 7.008 → -7.008
Short-term government bond yield 0.658 0.062 6.882
Medium-term government bond 
yield

0.547 0.132 5.721

Long-term short-term spread -0.478 -0.062 5.000 → -5.000
Long-term government bond yield 0.334 0.214 3.493
All bond price index -0.673 -0.087 7.039 → -7.039
SA-US short-term government 
spreads

0.068 0.858 7.400

SA-US long-term government 
spreads

0.070 0.846 7.296

SA-US medium-term government 
spreads

0.117 0.760 6.555

√L′X and total weighting -5.240 100

SA, South Africa.

TABLE 2: Component loadings of South African credit conditions.
Variable Loading onto 

component 1
Weight towards 

index (%)

Total credit extended to the private sector 0.806 18.938
Total domestic credit extension 0.764 17.951
M3 0.732 17.199
Credit extended to the private sector for 
investments 

0.694 16.306

Total mortgage credit 0.659 15.484
M2 0.601 14.121
√LX and total weighting 4.256 100.000
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These researchers found evidence that the yield curve is 
inversely related to economic activity in the short term.

Relating the yield curve with prevailing interest rate levels, 
Lunsford (2018) states that yield spreads tend to compress 
in a rising interest rate environment. The reasoning behind 
this is typically twofold. The first reason in that yields on 
short-term debt are typically more sensitive to Central Bank 
changes in interest rates (Fabozzi 2007). Thus, as interest 
rates rise because of monetary policy tightening, short-term 
yields tend to increase more than long-term yields (Fabozzi 
2007). Secondly, as interest rates rise, prospects of future 
economic conditions decline and the return of future 
investments relative to the cost of borrowing diminishes. 
The demand for long-term credit will fall and can, as a 
result, cause long-term yields to decline (Fabozzi 2007). 
Both reasoning 1 and 2 will cause yield spreads to decline, 
and thus the yield curve to flatten. This argument provides 
a reasoning for why the loadings of the South African yield 
curve components load negatively onto component 1. 
Furthermore, the All bond price index also load negatively 
onto component 1. This is justified by the well-known 
concept that bond prices have an inverse relationship with 
interest rates (Fabozzi 2007). Lastly, component 2 almost 
solely represents yield spread between instruments with 
different credit quality such as SA-US short-term 
government yield spreads and SA-US medium-term 
government yield spreads. All three of these quality spread 
measures load positively and strongly onto the second 
component, indicating that the quality spread between all 
three durations moves together.

Component loadings of South African equity 
market conditions
South African equity market conditions also have two distinct 
components, and therefore two distinct groups of variables 
that exhibit co-movements. Considering individual loadings 
onto the first component represented in Table 4, all the South 
African equity indices primarily load positively onto one 
component. This indicates that an increase in the principal 
component represents an increase in each individual variable. 
This shows that share prices of various South African sectors 
exhibit syncretic movements and can be aggregated into one 
representing index that will encapsulate a large percentage of 
the variance of these variables.

The second component represents various dividend yield 
measures such as the All share dividend yield measure, 
industrial dividend yield measure, resource dividend yield 
index and the financial dividend yield measure. These 
measures of dividend yield of various industries exhibit 
strong positive loadings. It is interesting that equity prices 
and dividend yields load onto two separate components, 
given a large body of literature suggesting that equity prices 
and dividend yields are closely related. However, given the 
weak loading of dividend yields onto component 1 which 
represents share price measures, the theory by Miller 
and  Modgliani (1961) seems to be applicable in this case. 

Miller and Modgliani (1961) argued that share prices should 
reflect future dividend expectations because it is driven by 
known fundamental aspects of a company, and dividend 
changes should therefore have minimal effects on share prices.

Component loadings of South African house 
price conditions
Considering individual loadings onto the principal 
component represented in Table 5, it can be concluded that 
all three observable variables load highly positively onto the 
principal component extracted by the PCA.

Variance among this set of variables is thus highly correlated. 
This shows that property prices of various sizes in 
South  Africa move together and can be aggregated into 
one index.

Component loadings of South African economic 
confidence indicators
Considering individual loadings onto the first component 
represented in Table 6, business confidence indicator, 
aggregate capacity utilised and the consumer confidence 
indicator load strongly onto component 1. These loadings are 
positive, suggesting that there is a positive co-movement 
among these three variables. The positive loading of 
aggregate capacity utilisation relates to the neoclassical 
theory on capacity utilisations which argues that an increase 
in the capacity utilisation rate stems from increases in 
economic demand which exceeds short-term supply 
(Greenwood, Hercowitz & Huffman 1988).

TABLE 5: Component loadings of South African house price conditions.
Variable Loading onto 

component 1
Weight towards  

index (%)

Average house price (large size) 0.811 35.806
Average house price (medium size) 0.793 35.011
house prices (small size) 0.661 29.183
√LX and total weighting 2.265 100.000

TABLE 6: Component loadings for South African financial confidence levels.
Variable Loading onto 

component 1
Weight towards  

index (%)

Business confidence index 0.735 29.613
Aggregate capacity utilisation rate 0.659 26.551
Consumer confidence index 0.586 23.610
Gross fixed capital formation 0.502 20.226
√LX and total weighting 2.482 100.000

TABLE 4: Component loadings of South African equity market conditions.
Variable Loading onto 

component 1
Loading onto 
component 2

Weight towards 
index (%)

South African All Share Index 0.986 -0.022 14.165
SA basic resource index 0.950 0.038 13.647
SA mining index 0.854 0.046 12.268
SA financials index 0.680 -0.045 9.769
SA food retail Index 0.570 -0.029 8.188
All share dividend yield 0.055 0.940 12.048
Industrial index dividend yield 0.052 0.834 10.689
Resource index dividend yield 0.070 0.821 10.523
Financial index dividend yield 0.019 0.679 8.703

√ L′X and total weighting -3.679 100.000
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This is typically the case when an economy moves from a 
contraction or stagnate period to an expansion (Greenwood 
et al. 1988). A change in the capacity utilisation rate typically, 
therefore, indicates a change in economic sentiment and 
confidence. This is empirically supported by Santacreu (2016) 
who found that capacity utilisation rates are typically much 
higher during times of high economic confidence and 
economic expansion, relative to periods of lower economic 
confidence, as maximum capacity is needed to support 
higher economic demand.

Greenwood et al. (1988) state that the neoclassical framework 
argues that high capacity utilisation will eventually lead to 
an increase in capital investments, related to the positive 
loading that private fixed capital formation has on the 
common component. Therefore, as economic confidence 
rises and economic demand increases, the need for 
additional production capacity will lead to an increase in 
gross capital formation. In addition to this understanding, 
the Keynesian’s investment theory argues that capital 
investments will start to increase in anticipation of an 
economic upswing, and gross capital formation will 
therefore increase before an increase in demand if confidence 
in the economy is positive (Howard & Kolk 1996). Both the 
understanding stipulated by the neoclassical framework 
and the Keynesian’s investment theory explain the positive 
loading of gross fixed capital formation onto the extracted 
component loading that represents South African economic 
confidence.

Component loadings of South African bank balance 
sheet conditions
Table 7 depicts the component loadings of each respective 
observable variable included to represent South African bank 
balance sheet conditions to the common component extracted 
for this financial section. Based on the component loadings 
depicted in Table 7, it can be concluded that all the variables 
that proxy the balance sheet conditions of South  African 
banks load strongly onto the common component. All the 
component loadings are positive, indicating that an increase 
in the principal component will represent an increase in all 
the underlying observable variables.

The core business of retail banks is to receive deposits, 
reflected as liabilities on the balance sheet of a bank, and lend 
out the received deposits, which reflects as assets on the 
balance sheet of a bank (Gerali et al. 2010). By implication 
therefore, as bank liabilities increase, bank assets should also 
increase explaining the high positive component loadings 
exhibited by total bank liabilities and total bank assets.

Furthermore, Gerali et al. (2010) state that as total bank 
liabilities increase, and the economy expands, Central Banks 
typically increase the reserve requirement to control economic 
expansion and relatively high bank liability levels. This 
should typically lead to an increase in liquid assets held by 
banks, and total bank reserves at reserve bank, explaining the 
strong positive component loadings exhibited by these two 
variables.

Component loadings of South African foreign 
financial conditions
From Table 8, it is clear that all the variables in the South 
African foreign financial section have a positive component 
loading larger than 0.4. Movements in these variables are 
therefore fairly systematic, and an increase in the common 
component represents a general upwards movement in each 
respective variable.

Constructed index and cycle for each South 
African financial section
In this section, the component loadings and eigenvalues 
identified in the previous section will be used to construct a 
representative index for each South African financial 
section. A full description on how component loadings 
and eigenvalues are used as a weighting scheme to construct 
an index for each South African financial section, and 
ultimately an aggregate South African financial conditions 
index is provided in the methodology section of this study. 
The values on the y-axes of the graphs in Figure 2 represent 
the index value of each respective South African financial 
section, and the value on the x-axes represents the time 
horizon in years.

Visually analysing the index plots in Figure 2, South African 
credit conditions, house prices, equity price, bank balance 
sheet conditions and foreign financial positions all exhibit 
strong upward trends. Within the upward trends exhibited 
by these variables, cyclical fluctuations, thus fluctuations 
from the long-run trend, are however observable. This 
indicates that all these South African financial sections should 
exhibit cyclical movements. In contrast, the South African 
interest rate index and economic confidence index do  not 
exhibit a clear trend, and the index as it is exhibits strong 
cyclical characteristics. Given these visual results, it 
is  anticipated that South African interest rate cycles and 
economic confidence cycles will exhibit cycles with larger 
magnitudes than that of the other variables.

TABLE 7: Component loadings of South African bank balance sheet conditions.
Variable Component 1 Weight towards index (%)

Total bank assets 0.894 23.029
Total non-core liabilities 0.823 21.200
Total bank reserves at reserve bank 0.770 19.835
Total bank liabilities 0.716 18.444
Total liquid assets by banks 0.679 17.491
√LX and total weighting 3.882 100.000

TABLE 8: Component loadings of South African foreign financial conditions.
Variable Component 1 Weight towards index (%)

South African Reserve Bank total 
foreign assets

0.783 21.750

Gold reserves 0.699 19.417
Foreign exchange reserves 0.604 16.778
Total foreign bank liabilities 0.571 15.861
Non-core liabilities in foreign 
currency raised offshore

0.506 14.056

Non-resident purchases of South 
African shares and bonds

0.437 12.139

√LX and total weighting 3.600 100.000
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FIGURE 2: Index plots of important South African financial sections. (a) credit index, (b) interest rate index, (c) house price index, (d) equity index, (e) confidence index, (f) 
balance sheet index, (g) foreign position index.
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Figure 3 depicts the cycles that have been extracted from the 
index of each South African financial section. Each respective 
cycle therefore represents the cyclical behaviour of each 
financial section. The values on the y-axes of the graphs in 
Figure 3 represent the cyclical magnitude of each respective 
cycle and the value on the x-axes represents the time horizon 
in years.

It is clear that the CF filter has been able to extract smooth 
cycles for each financial section and was therefore able to 
eliminate the trend from each index. One can relatively 
compare the magnitude of each respective cycle by 
considering the y-axes of each graph. This indicates that 
South African economic confidence cycles exhibit cycles with 
the largest magnitude with cycles peaking at a magnitude 
close to 16, followed by South African interest rate cycles 
peaking close to 13. Compare these magnitude with that 
exhibited by equity cycles peaking close to 2.5 and credit 
cycles peaking at a magnitude of close to 0.7.

Given their relatively large magnitudes, South African 
economic confidence cycles and South African interest rate 
cycles are the most prominent cycles among all the South 
African financial sections. South African economic confidence 
cycles and South African interest rate cycles also have a larger 
magnitude than that exhibited by the South African business 
cycle; however, all the other South African financial cycles 
exhibit a smaller magnitude. A spectral density analysis will 
be used to further characterise and compare each South 
African financial cycle.

Figure 4 depicts the spectral densities exhibited by the cycles 
of each South African financial sections. By visually analysing 
these spectral densities, it seems like all the South African 
financial cycles have strength at fairly low frequencies, 
indicating that these cycles have fairly long durations. 
Furthermore, the spectral density plots indicate that all these 
cycles seem to have zero power at a zero frequency, indicating 
that the CF filter acted sufficiently in eliminating the trend 
component from each index. From these plots, it is very 
difficult to compare the cyclical durations of each South 
African financial cycle, and therefore the numerical results 
rendered by the spectral analysis will be considered.

Table 9 depicts the numerical results from spectral density 
analysis. From these, it can be concluded that South African 
credit cycles have the longest cyclical duration, ranging from 
7.5 years to 13.55 years. South African house price cycles and 
South African balance sheet cycles also exhibited relatively 
long durations ranging from 5.543 to 9.6 years and 4.248 to 
9.982 years, respectively. On the relatively lower end of the 
duration scale are South African equity cycles and South 
African interest rates with a duration range of 2.75–5.48 years 
and 2.8–7.7 years, respectively. South African foreign position 
cycles and South African economic confidence cycles are 
interesting because of the large duration range spread 
exhibited by these two South African financial sections. Their 
duration peak of 4.289 and 5.428 years for South African 

economic confidence cycles and South African foreign 
position cycles, respectively, indicates short cyclical durations 
relative to South African credit cycles, South African house 
price cycles and South African balance sheet cycles. However, 
South African economic confidence cycles have an upper 
band of 9.869 years, and South African foreign position cycles 
have an upper band of 9.549 years. These upper bands 
compare with those exhibited by South African house price 
cycles and South African bank balance sheet cycles. This 
indicates that the cyclical duration of South African economic 
confidence cycles and South African foreign position cycles 
varies, and can at times be relatively short, and at times be 
relatively long. Furthermore, the cyclical density of South 
African interest rate condition cycles and South African 
economic confidence cycles confirms much higher than that 
of the other cycles. This provides additional evidence that 
South African interest rate condition cycles and South African 
economic confidence cycles have the largest amplitude.

These findings generally concur with findings by other 
researchers in the field, such as Pontines (2017), Borio (2014), 
Sarbjin (2014) and Claessens et al. (2012), in that credit cycles 
and house price cycles tend to be considerably longer than 
that of equity cycles. Note that the majority of studies 
characterising financial cycles of an economy only considered 
the cyclical duration of credit cycles, house price cycles and 
equity price cycles because these are known to be the most 
parsimonious components of an aggregate financial cycle. 
This limits the parallel that can be drawn between the 
findings in this study and the findings in literature regarding 
this matter.

Furthermore, the typical length of South African credit cycles 
concurs with the general notion that the duration of credit 
cycles is typically longer than that of the traditional business 
cycle (Claessens et al. 2012; Sarbjin 2014; Strohsal et al. 2015). 
However, cycles from other South African financial sections 
such as house prices, bank balance sheet positions and 
foreign financial positions have durations close to that of the 
typical business cycle, with only the upper duration bands of 
these cycles being slightly higher than the upper duration 
band of a typical business cycle. This does not correspond 
with the general view that financial cycle components have a 
longer duration than that of the business cycle. However, 
there is research, such as the research by Pontines (2017), that 
found empirical evidence that financial components and the 
aggregate financial cycle of emerging countries do not exhibit 
cyclical durations that are much longer than that of the 
business cycle. The findings by Pontines (2017) therefore 
relate to the duration of most of the South African financial 
components which exhibit cyclical durations similar to that 
of the traditional business cycle. The duration in equity cycles 
is typically the exception in most empirical research, where 
the duration of equity cycles typically exhibits cyclical 
durations closely related to that of the business cycle 
(Claessens et al. 2012; Sarbjin 2014; Strohsal et al. 2015). The 
duration of South African equity cycles corresponds with 
such findings.
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FIGURE 3: Cyclical extractions for each South African financial section. (a) credit cycle, (b) interest rate cycle, (c) house price cycle, (d) equity cycle, (e) confidence cycle, 
(f) balance sheet cycle, (g) foreign financial position cycle, (h) business cycle.
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Conclusion
The main aim of this article was to determine the cyclical 
characteristics of important South African financial sections. 

The main findings of this article are that cycles in South 
African economic confidence and cycles in South African 
interest rate conditions exhibit the highest amplitude among 
all the South African financial sections. The cyclical amplitude 
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FIGURE 4: Spectral density plots for each South African financial cycles. (a) credit cycle, (b) interest rate cycle, (c) house price cycle, (d) equity cycle, (e) confidence cycle, 
(f) bank balance sheet cycle, (g) foreign financial position cycle.
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of these cycles also proved to be higher than that of the 
South African business cycle. This conforms to the findings of 
Borio (2014) that found financial cycles to typically exhibit 
cycles with an amplitude much larger than that of the typical 
business cycle. The amplitude of the South African equity 
cycles is fairly in line, but slightly lower than that of the South 
African business cycle. However, the amplitude of the cycles 
exhibited by other South African financial sections proved to 
be much lower than that of the South African business cycle. 
Furthermore, South African credit cycles have the longest 
cyclical duration, ranging from 7.5 to 13.55 years. This concurs 
with the general notion that the duration of credit cycles is 
typically longer than the well-documented 2–8-year duration 
exhibited by the traditional business cycle (Claessens et al. 
2012; Sarbjin 2014; Strohsal et al. 2015). South African house 
price cycles and South African balance sheet cycles also 
exhibited relatively long durations ranging from 5.543 to 9.6 
years and 4.248 to 9.982 years, respectively. In contrast, cycles 
of other South African financial sections provided no clear 
evidence of cycles exhibiting durations longer than the business 
cycle. This does not correspond with the general view that 
financial cycle components have a longer duration than that of 
the business cycle. However, there is research, such as  the 
research conducted by Pontines  (2017), that found empirical 
evidence that financial components and the aggregate financial 
cycle of emerging countries do not exhibit cyclical durations 
that are much longer than that of the business cycle.

The findings in this study add to the body of literature on 
financial cycles by proving information on the characteristics 
of South African financial cycles and provide a means to 
reduce a large number of South African financial variables 
to  seven representing cycles. This information can be used 
to  enhance the efficiency of policies to manage cyclical 
fluctuations of important South African financial cycles 
and  help other economic participants to anticipate cyclical 
fluctuations and thereto manage the potential effects of such 
fluctuations. The results in this study therefore offer value to 
both policymakers and other economic participants, such as 
asset managers, who need to make decisions related to 
cyclical fluctuations in South African financial conditions.
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Appendix 1
TABLE 1-A1: Unit root test results for representing variables in each South 
African financial sections.
Variable Dickey Fuller 

Unit root test 
stat at level

Dickey Fuller 
Unit root test 

stat at first 
difference

South African credit conditions
 Total private domestics sector credit extended 0.351 0.000***
 Total liquidations of companies and corporations 0.021** N/A
 Total insolvencies of individuals and partnerships 0.041** N/A
 Total credit to government 0.510 0.000***
 Total domestic credit government and private 0.891 0.000***
 SA central government debt 3 years plus 0.876 0.002***
 SA credit GDP gap 0.021** N/A
 SA bank lending to private sector 0.999 0.037**
 Net saving by households 0.049** N/A
 Credit to non-financial sector from all sectors 0.937 0.007***
 Gross savings to GDP 0.617 0.000***
 M2 0.999 0.008
 M3 0.918 0.024**
 Income velocity (v3) 0.734 0.000***
South African property market
 ABSA house prices small size 0.936 0.000***
 Average house price ABSA medium size 0.998 0.042**
 Average house price ABSA large size 0.995 0.035**
South African interest rate conditions
 SA prime rate 0.144 0.000***
 Short-term government bond yield 0.101 0.000***
 Promissory notes rate 12 months 0.071 0.000***
 Promissory notes rate 3 months 0.119 0.000***
 Promissory notes rate 6 months 0.061 0.000***
 Repo rate 0.152 0.000***
 Medium-term government bond yield 0.091 0.000**
 Inter-bank call money rate 0.292 0.000***
 Long-term government bond yield 0.366 0.005***
 3 month bankers acceptance rate 0.1929 0.000***
 Log-term short-term SA sovereign yield spread 0.000*** N/A
 Medium-term short-term SA sovereign yield spread 0.000*** N/A
 Log-term medium-term SA sovereign yield spread 0.000*** N/A
 91 day treasury bill yield 0.0779 0.000***
 All bond price index 0.584 0.000***
 SA-US short-term government spreads 0.002*** N/A
 SA-US medium-term government spreads 0.005*** N/A
 SA-US long-term government spreads 0.000*** N/A
Balance sheet conditions of the South African financial sector
 Total required liquid assets by banks 0.999 0.011**
 Total liquid assets by banks 0.999 0.000***

Table 1-A1 continues →

TABLE 1-A1 (continues...): Unit root test results for representing variables in 
each South African financial sections.
Variable Dickey Fuller 

Unit root test 
stat at level

Dickey Fuller 
Unit root test 

stat at first 
difference 

 �Spread between actual and required liquid capital 
reserves

0.769 0.000***

 Total bank assets 0.999 0.041**
 Total bank deposits 0.827 0.000***
 Total bank liabilities 0.918 0.019**
 Total bank reserves at reserve bank 0.772 0.001***
 Total non-core bank liabilities 0.839 0.000***
South African equity market
 Value of total shares traded 0.709 0.000***
 South Africa volatility index 0.021** N/A
 SA Reuters all share index 0.991 0.000***
 SA top 40 0.999 0.000***
 SA financials index 0.549 0.014**
 SA goods retailers index 0.819 0.000***
 SA health care index 0.076 0.000***
 SA mining index 0.557 0.000***
 SA basic resource index 0.622 0.000***
 Resource index dividend yield 0.241 0.001***
 Industrial index dividend yield 0.331 0.027**
 All share index dividend yield 0.164 0.009***
 ALSI 0.999 0.003***
 Financial index dividend yield 0.048** N/A
South African economic confidence proxies
 SA building plans passed: non-residential 0.935 0.000***
 SA building plans passed: residential 0.980 0.000***
 Private fixed capital formation 0.965 0.019**
 Business confidence index 0.002*** N/A
 Aggregate capacity utilisation rate 0.039** N/A
 Government capital formation 0.728 0.000***
 Gross capital formation to GDP 0.172 0.000***
Foreign financial positions, and South African financial liberalisation
 SARB total foreign assets 0.692 0.000***
 Gold reserves 0.872 0.000***
 Foreign exchange reserves 0.996 0.000***
 �Non-resident purchases of South African shares 

and bonds
0.172 0.000***

 Total foreign bank liabilities 0.733** 0.000***
 Non-core liabilities in foreign currency raised offshore 0.993 0.000***
 Total foreign bank deposits 0.219 0.000***
 �Non-core liabilities in foreign currency raised 

domestically
0.401 0.000***

SA, South Africa; SARB, South African Reserve Bank; GDP, gross domestic product; ABSA, 
Amalgamated Banks of South Africa.
**, *** Statistical significance at the 5% and 1% levels, respectively, based on p-value.
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TABLE 2-A1 (continues...): Extracted communalities.
Variable Extracted communality

 SA All Share Index 0.985
 SA Basic Resource index 0.979
 All share index dividend yield 0.976
 SA mining index 0.911
 Industrial index dividend yield 0.905
 SA financials index 0.811
 Resource index dividend yield 0.738
 SA Food retailers Index 0.692
 Financial index dividend yield 0.491
 SA Health Care index 0.374
 Value of total shares traded 0.361
Bank balance sheet conditions
 Total bank assets 0.909
 Total non-core liabilities 0.847
 Total bank reserves at reserve bank 0.793
 Total bank liabilities 0.709
 Total Liquid assets by banks 0.659
Economic confidence indicators
 Gross capital formation to GDP 0.725
 Business confidence index 0.641
 Aggregate capacity utilisation rate 0.589
 Consumer confidence index 0.530
 Gross fixed capital formation 0.469
 Industrial and commercial inventories to GDP 0.287
 Government capital formation to GDP 0.077
 SA building plans passed: commercial 0.004
Foreign financial positions
 SARB total foreign assets 0.842
 Gold reserves 0.792
 Foreign exchange reserves 0.654
 Non-resident purchases of South African shares and bonds 0.554
 Total foreign bank liabilities 0.492
 Non-core liabilities in foreign currency raised offshore 0.420
 Total foreign bank deposits 0.102
 Non-core liabilities in foreign currency raised domestically 0.056

SA, South Africa; SARB, South African Reserve Bank; GDP, gross domestic product.

TABLE 3-A1: Component eigenvalue.
Variable SA credit 

conditions
SA interest rate 

conditions
SA house prices SA equity markets Bank balance sheet 

conditions
Economic confidence 

indicators
Foreign financial 

positions

Eigenvalue of comp one 4.407 5.252 2.430 4.112 3.185 2.221 2.837
Eigenvalue of comp two 1.102 2.973 0.879 2.467 1.062 1.101 0.982
Eigenvalue of comp three 0.872 1.685 0.461 1.645 0.759 0.733 0.770

SA, South Africa.

TABLE 2-A1: Extracted communalities.
Variable Extracted communality

SA credit conditions
 Total credit extended to the private sector 0.829
 Total domestic credit extension 0.792
 M3 0.756
 Credit extended to the private sector for investments 0.720
 Total mortgage credit 0.682
 M2 0.637
 Total Liquidations of companies and corporations 0.370
 Total insolvencies of individuals and partnerships 0.263
 Credit GDP Gap SA 0.271
 Total Lease financing 0.068
 Income velocity (V3) 0.066
 Total domestic government debt 0.054
 Gross savings to GDP 0.001
SA house prices
 Average house price ABSA (large size) 0.862
 Average house price ABSA (medium size) 0.807
 ABSA house prices (small size) 0.761
SA interest rate conditions
 Repo rate 0.821
 3-month bankers’ acceptance rate 0.813
 Inter-bank call money rate 0.805
 SA Prime rate 0.784
 SA-US short-term government spreads 0.772
 SA-US long-term government spreads 0.742
 SA-US medium-term government spreads 0.741
 MT-ST spread 0.734
 LT-MT spread 0.707
 LT-ST spread 0.689
 All bond price index 0.675
 Medium-term government bond yield 0.576
 Short-term government bond yield 0.535
 Long-term government bond yield 0.516
SA equity markets

TABLE 2-A1 continues →
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