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Abstract 

Beta and the capital asset pricing model have traditionally been the preferred measures of risk. 

However, there is growing literature against the use of the capital asset pricing model to determine the 

cost of equity in markets, such as emerging markets, where investors display mean-semivariance 

behaviour and, where share returns are non-normal and asymmetric. Downside risk measures such as 

semideviation, downside beta and the downside capital asset pricing model have been found to be 

plausible alternate measures of risk. This study investigates empirically the relationship between risk 

and return in a downside risk framework and a regular risk framework using returns on companies listed 

on the JSE Securities Exchange. The empirical evidence from this study indicates that while downside 

beta and semideviation significantly explain the variation in returns, they do not support them as being 

more appropriate measures of risk over beta and standard deviation. 

Keywords 

Beta, capital asset pricing model, cost of equity, downside beta, downside risk, semideviation  

 

 

 

 

 

 

 

 

 

 

 

_______________________________ 

*Mrs K Okyere-Boakye is a senior lecturer in the Department of Accountancy at the University of the Witwatersrand, South Africa. 

[Kwasi.Okyere-Boakye@wits.ac.za] 

#Mr B O’Malley is a Master’s student in the Department of Accountancy at the University of the Witwatersrand, South Africa.  

mailto:Kwasi.Okyere-Boakye@wits.ac.za


DOWNSIDE CAPM: THE CASE OF SOUTH AFRICA 

Journal of Economic and Financial Sciences | JEF | July 2016 9(2), pp. 578-608 579 

1. INTRODUCTION 

The evaluation of projects for investment and the valuation of companies for acquisition enable 

investors to allocate resources efficiently to value-creating assets. The value of a project or 

company is determined by discounting forecasted cash flows at an appropriate discount rate 

which represents the risk associated with the investment. The measure of risk and factors that 

affect share returns in developed markets has been challenging (Estrada J. , The Cost of Equity in 

Emerging Markets: A Downside Risk Approach (II), 2001). While the capital asset pricing model 

(CAPM) has conventionally been used in developed markets to determine required returns on 

investments, it still raises concerns as to whether beta, the measure of systematic risk, is the most 

appropriate measure of risk. 

Estimating risk in developed markets is different from estimating risk in emerging markets 

(Estrada J. , The Cost of Equity in Emerging Markets: A Downside Risk Approach, 2000) as the 

investment community sees emerging markets as more risky and this makes the question of 

appropriate risk factors more complex and important: this has stimulated more interest in trying 

to discover the factors which best explain the cross-section of share returns in emerging markets. 

Emerging markets have attracted much attention and investors must ensure that they measure 

risk accurately. 

Concerns regarding the use of the CAPM are twofold. Firstly, beta, which is the model’s measure of 

risk, is the equilibrium achieved when investors display mean-variance behaviour (MVB); that is, 

the maximisation of investor utility depends only on the mean and variance of portfolio returns 

(Estrada J. , Mean-Semi Variance Behavior: An Alternative Behavioral Model, 2004). Investors can 

also be considered to display mean-semivariance behaviour (MSB) (Estrada J. , Mean-Semi 

Variance Behavior: An Alternative Behavioral Model, 2004) and in this form the beta may not be 

appropriate. Secondly, beta is appropriate when returns in the market are symmetrical and 

normally distributed. Arguments have been submitted to suggest that returns in emerging markets 

are asymmetrical and non-normal thus raising the question of whether there are more appropriate 

risk measures: this is further supported by the low correlation between beta and share returns in 

emerging markets which leads to required returns which do not reward investors sufficiently for 

the level of risk borne (Estrada J. , The Cost of Equity in Emerging Markets: A Downside Risk 

Approach, 2000). 

As a result, attention is turning to downside risk measures in search of more appropriate risk 

measures in asymmetric markets. While the idea of downside risk was first introduced by 

Markowitz in 1959 through the development of the semideviation, numerous research reports have 

proposed more advanced models from an MSB perspective. The downside CAPM (D-CAPM), which 

applies downside beta as the measure of risk, is the suggested equilibrium model from an MSB 

perspective. This framework, through which this model was developed, was introduced by Hogan 

and Warren (1974), Bawa and Lindenberg (1977) and Harlow and Rao (1989) who all proposed 

CAPM-like models based on downside risk measures. After Estrada (2000) and (2001) reported the 

superiority of downside risk measures over mean-variance risk measures in explaining cross 

sectional share returns in emerging markets, he modified prior MSB consistent forms of the CAPM 

and proposed an alternate measure of risk, the downside beta and an alternate pricing model, the 

downside CAPM or D-CAPM (Estrada J. , 2002b).  

The D-CAPM proposed by Estrada is the focus of this paper. The strength of this pricing model, 

along with other risk measures, has subsequently been researched in studies, including: Estrada 

(2002a) on internet companies; Mamoghlia and Daboussi (2008) on hedge funds; Artavanis, 
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Diacogiannis and Mylonakis (2010) on the London Stock Exchange and the Paris Stock Exchange; 

and Cwynar and Kazmierkiewicz (2010) on the Warsaw Stock Exchange. They conclude that 

downside beta measures cross-sectional returns in asymmetrical markets with greater accuracy 

than the standard beta. Furthermore, they report that there are significant differences between 

required returns from the CAPM and the D-CAPM that should not be ignored. These studies will be 

discussed in more detail later in this paper. 

The contribution of this paper is to investigate empirically, using cross-sectional return on 

companies listed on the South African JSE Securities Exchange (JSE), whether the semi-deviation 

and the downside beta are superior in explaining expected returns as compared to the standard 

deviation and regular beta. This study modifies the methodology of Estrada (2002b). 

The remainder of the paper is organised as follows. Section 2 discusses prior literature on the 

appropriateness of downside risk measures. Section 3 reports and discusses the empirical 

evidence and a discussion of the findings, which clearly supports downside beta in a South African 

context. Finally, Section 4 contains concluding remarks. The appendix concludes the article. 

2. PRIOR LITERATURE 

A worthwhile starting point in the risk-return discourse is Markowitz’s ground-breaking study on 

modern portfolio theory in 1952 (later published as a book in 1959) which remains the cornerstone 

of investment analysis today. In this study, Markowitz submits that investors maximise their 

utility through a risk and expected return framework. Levy and Markowitz (1979) report that 

expected utility is maximised with mean-variance efficient portfolios if their distributions are 

normal and symmetric; thus investors exhibit mean-variance behaviour (MVB). This frame was 

further validated more recently in Estrada (2004). Using MVB, William Sharpe (1964) developed 

an equilibrium pricing model which is the standard form of the CAPM. Beta is the measure of 

systematic risk in this model: it measures the sensitivity of share return variance to the market 

return variance. 

In its early years empirical tests on the CAPM proved that there is a linear relationship between 

portfolio returns and beta. The model, however, received criticism from the early 1980’s, 

questioning its efficiency (Raei, Ahmadinia, & Hasbaei, 2011). Questions were raised specifically 

about the stability of beta and the linear relationship between beta and asset returns. Markowitz 

(1952) gave a hint that there might be other contenders to the mean-variance framework. In 

Markowitz (1959), the semi-variance, a downside risk measure, is proposed as a risk measure and 

it is further given support as being “more plausible than variance as a measure of risk, since it is 

concerned only with adverse deviations” (Markowitz, Foundations of Portfolio Theory, 1991). The 

semideviation, which is the square root of semi-variance is defined as: 

𝑆 =  √(1 𝑇⁄ ) ∑ 𝑀𝑖𝑛[(𝑅𝑡 − 𝐵),0]2

𝑇

𝑡=1

 (1) 

where R denotres returns, t indexes time, T is the number of returns in the sample. B represents the 

return on a chosen benchmark which may be independent of the choice of portfolio so that returns 

above B are not relevant, but returns below are given weight. 
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Hogan and Warren (1974) extended the body of research on downside risk techniques by 

developing the expected value-semivariance model, or E-S model. They developed the ES-CAPM 

model, which substitutes beta with their version of a downside beta based on Markowitz’s 

semivariance and a different definition of cosemivariance. Their cosemivariance is given by  

𝐶𝑜𝑠𝑒𝑚𝑖𝑣𝑎𝑟𝑅𝐹  (𝑅𝑀, 𝑅𝑖) = ∑{(𝑅𝑖 − 𝑅𝐹) ∙ 𝑀𝑖𝑛[(𝑅𝑀 − 𝑅𝐹), 0]} (2) 

where 𝑅𝑀 is the return on the market and 𝑅𝐹 is the benchmark return. 

They argue that rational investors would choose portfolios that minimize the semivariance for a 

given expected return, or maximize the expected return for a given semivariance. The ES-CAPM 

model, therefore, allows the investor to structure his portfolio in such a way that only downside 

risk is minimized which is in contrast to the variance which, when minimized, does not 

differentiate between extreme gains and extreme losses. Hogan and Warren (1974) proved that 

the capital market line (CML) can also be derived using the E-S model and, when combined with 

an investor’s utility functions, the efficient frontier can be developed.  

Bawa and Lindenberg (1977) developed their theory on the mean-lower partial moment (MLPM) 

which is the generalised form of the Hogan-Warren framework. Similar to the Hogan-Warren 

framework, the Bawa-Lindenberg framework defines the risk free rate as the benchmark return. 

They conclude that the CAPM is a specialised case of MLPM and that their model is guaranteed to 

be as strong as the CAPM. 

Finally, Harlow and Rao (1989) expanded the MLPM by allowing the investor to choose any 

arbitrary benchmark return. The previous frameworks i.e. Hogan-Warren and Bawa-Lindenberg 

were made to be specialised cases of the Harlow-Rao framework. Empirical tests could not reject 

their version of MLPM as a reliable pricing model, while the CAPM can be rejected (Harlow & Rao, 

1989). 

By assuming a US-based internationally diversified investor and using the entire database of 

Morgan Stanley Capital International (MSCI) which covers 28 emerging markets, Estrada (2000) 

studies the explanatory power of 9 risk factors regressed against cross-sectional returns. The risk 

measures include 3 semideviation measures where the benchmarks are set to be the mean of 

returns, risk free rate and zero, respectively. His study finds support for the validity of downside 

risk measures in addition to standard deviation and idiosyncratic risk. Of the three 

semideivations, only the one with the mean set as the benchmark was significant. Beta was not 

significant. Estrada’s explanation of the results is that emerging markets are not fully integrated 

with the world market making beta an inappropriate measure of risk. Stulz (1995), as cited by 

Estrada (2000), concluded that the required return in fully integrated markets is best measured 

by beta, but, for emerging markets which are considered to be segmented the standard deviation 

is appropriate. Hence the application of a local CAPM in segmented markets would be appropriate 

and a global CAPM should be applied in integrated markets. He concludes his study by stating that 

semideviation can be applied at the country, as well as at the company, level. 

Estrada (2001), turned his attention to industry betas. He finds that industry betas and downside 

risk with respect to the mean are significantly related to the cross-section of returns.  

The introduction of the semi-variance suggested that investors may display mean-semivariance 

behaviour (MSB). Estrada (2004) evaluates whether MSB is a correct criterion and concludes that 

it yields a level of utility that is highly correlated with an investor’s expected utility; investors can 
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maximise their utility by investing in mean-semivariance efficient portfolios, especially in 

emerging markets. 

Estrada (2002a) submits that internet companies have a short history, are very volatile, have low 

correlation with the market, exhibit skewed return distributions and so are similar to emerging 

markets. He finds that beta, standard deviation and semideviation are all significant. However, 

semideviation has twice and one-half the explanatory power of beta and standard deviation 

respectively. Practical arguments submitted by Estrada (2002a)  in support of the semivariance 

are 1) investors only dislike downside volatility and not upside volatility, 2) semideviation is more 

useful than standard deviation when return distributions are non-normal and asymmetric and 3) 

semideviation combines return variance and skewness into one factor which can be used to 

estimate required returns. 

Estrada (2002b) proposes and alternate measure of risk (the downside beta) and an alternate 

pricing model referred to as the downside CAPM (D-CAPM). The downside beta is the ratio of 

cosemivariance with the market and semideviation of the market. Both of these inputs use the 

asset’s arithmetic mean as the benchmark return. Hence, obtaining asset i’s downside beta is 

given by 

𝛽𝑖
𝐷 =  

𝐶𝑜𝑠𝑒𝑚𝑖𝑣𝑎𝑟 (𝑅𝑖,𝑅𝑀)

𝑆𝑒𝑚𝑖𝑣𝑎𝑟 (𝑅𝑀)
=  

∑{𝑀𝑖𝑛[(𝑅𝑖, − 𝜇𝑖), 0]𝑀𝑖𝑛[(𝑅𝑀, −  𝜇𝑀), 0]}

∑ {𝑀𝑖𝑛[(𝑅𝑀, − 𝜇𝑀), 0]
2

}
 (3) 

The downside beta now replaces the standard beta in the CAPM to give the D-CAPM which is given 

by  

𝐸(𝑅𝑖
𝐷) =  𝑅𝑓 + 𝛽𝑖

𝐷(𝑅𝑚 − 𝑅𝑓) (4) 

Subsequently, the downside beta has been the subject of various studies that have validated the 

appropriateness of the risk measure when returns are asymmetric and non-normal. These 

supporting studies include Artavanis, Diacogiannis & Mylonakis (2010), Cwynar & Kazmierkiewicz 

(2010), and Mamoghlia & Daboussi (2010). According to Mamoghlia and Daboussi (2008), many 

studies showed pronounced return asymmetry and non-normality in the hedge fund universe. Their 

findings indicate that capital asset pricing models, especially the D-CAPM described the returns 

on hedge funds much better. Artavanis, Diacogiannis and Mylonakis (2010) in their study on the 

London Stock Exchange and the Paris Stock Exchange found that more often than not the 

downside risk measures are equivalent or are better for explaining cross-sectional asset returns 

that mean-variance consistent risk measures.  

A study on the automobile manufacturing companies listed on the Tehran Stock Exchange proved 

the superiority of D-CAPM over CAPM to determine the expected return rate (Nikoomaram, 2010). 

Finally, Cwynar and Kazmierkiewicz (2010) find results on the Warsaw Stock Exchange which are 

consistent with prior empirical evidence. They conclude that the Bawa-Lindenberg model 

produced the best results when applied to the Polish market. 
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3. DATA AND RESULTS 

3.1 The Model 

The D-CAPM framework is explored in this article. It is as easy as the CAPM. As discussed in the 

literature it is grounded in modern portfolio theory and it measures the downside risk which 

concerns investors. 

The CAPM and the D-CAPM are consistent in measuring required return in that they compensate 

the investor for expected loss in purchasing power and for bearing systematic risk; the former is 

the risk free rate and the latter the risk premium. The study assumes a locally diversified investor, 

instead of an internationally diversified investor. Hence the risk free rate compensates the 

investor for loss of purchasing power in South Africa and the risk premium is compensation for 

investing in a well-diversified South African market portfolio. In symbols: 

𝐸(𝑅𝑖) =  𝑅𝑓 + 𝑅𝑀𝑖(𝑅𝑃𝑆𝐴) (5) 

where 𝐸(𝑅𝑖) is the expected or required return, 𝑅𝑓 is the South African risk free rate, 𝑅𝑀𝑖 is the 

risk measure, 𝑅𝑃𝑆𝐴 is the South African risk premium and i indexes the companies in the sample. 

The benchmark risk free rate is the annual yield on a 10-year South African government bond. The 

JSE All Share Index (ALSI) is market portfolio. The risk premium is the difference between the 

annual arithmetic mean return on ALSI measured over a 108-year historic period and the 

arithmetic mean return on the 10 year government bond measured over the same period. This is 

consistent with practice in South Africa. These inputs are recalculated annually in the study, 

allowing the risk free rate and the risk premium to vary over time. Refer to TABLE A-3 in the 

appendix for the estimated values applied in the study. This is a major departure from prior 

studies; it allows the study to capture changes in shares returns and market risk over time. 

Four risk variables are considered in the study. The beta and standard deviation are selected from 

an MVB framework; downside beta (equation 3) and semideviation (equation 1) are selected from 

the MSB framework. Beta is the variance of asset i’s returns with respect to the variance of the 

ALSI’s returns. Downside beta is calculated with respect to the mean return on the ALSI; and 

semideviation is calculated with respect to the mean return on asset i. 𝑅𝑀𝑖 is the ratio of asset 

i‘s risk variable to that of the market. 

3.2 Data 

The study examines whether the risk variables under the MSB have more explanatory power than 

risk variables from an MVB framework. Can downside beta and semideviation explain the cross-

section of share returns over time better than beta and standard deviation can? 

To answer this question data is obtained from two databases. Prices of the ALSI are obtained from 

the Global Financial Database as it provides the longest history of monthly pricing going as far 

back as January 1910 which permits the calculation of the risk premium over a 108-year period.  

For the risk analysis on companies, the period from 1999 to 2014 (16 years) is the period of 

interest. For a company to qualify as a sample in a given year, the company should have returns 

going back at least 60 months. Suspended companies were excluded from the sample. This sample 

criterion introduces survival bias. However this is unlikely to produce a systematic bias on the 
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results. The final sample included 311 companies representing 3 152 company years. The sample 

is an unbalanced panel data set.  

Monthly share prices for companies listed during this period were obtained from the InetBFA 

Database. Annual returns for each company accounted for capital gains as well as dividends and 

were calculated as follows:  

𝑅𝑖𝑡 =  𝑙𝑛 (
𝑃𝑡 +  𝑑𝑡

𝑃𝑡−1

) (6) 

where 𝑅𝑖𝑡 is the average return for company i in year t, 𝑃𝑡 is the price in month n of year t, 𝑃𝑡−1 is 

the previous month’s closing price, 𝑑𝑡  is the dividend declared. 

Beta and downside beta are calculated over a 60 months period.  

3.3 Results 

The central argument on which the validity of DCAPM and downside risk measures sits is non-

normal and asymmetric returns. The report begins the discussion of results with a brief analysis of 

the distribution of returns across the sample. TABLE 1 reports the results of tests for skewness, 

kurtosis and normality. These results indicate that returns for the sample are significantly skewed 

for all years individually and collectively, with the exception of 2001. TABLE A-1 in the appendix 

indicates that for a majority of the years including the overall sample the returns are positively 

skewed.  

An inspection of a histogram of mean returns (refer to Exhibit A-2 in appendix) indicates that the 

violation of symmetry is not extreme. The plausibility of the downside risk measures is linked to 

the existence of skewed distributions of returns. Hence this mild violation of symmetry could 

affect the appeal of the downside risk framework. 

By examining the Jacque-Bera probability in the last column of TABLE 1, it is evident that the 

returns for all the years are not normally distributed, except in 2001. The results are consistent 

with the findings of Jefferis and Smith (2004) and, Mamoghlia and Daboussi (2010). This gives 

some preliminary backing to the downside risk measures. TABLE A-2 provides additional 

descriptive statistics. 

TABLE 1: Jacque-Bera test for normality 

Year Obs Pr(Skew) Pr(Kurt) Prob>chi2 

1999 113 0.03 0.01 0.01 

2000 124 0.00 0.00 0.00 

2001 135 0.05 0.45 0.11 

2002 145 0.00 0.00 0.00 

2003 167 0.00 0.00 0.00 

2004 176 0.00 0.00 0.00 

2005 184 0.00 0.00 0.00 

2006 189 0.00 0.00 0.00 
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Year Obs Pr(Skew) Pr(Kurt) Prob>chi2 

2007 195 0.00 0.00 0.00 

2008 198 0.00 0.00 0.00 

2009 206 0.00 0.00 0.00 

2010 218 0.00 0.00 0.00 

2011 240 0.00 0.00 0.00 

2012 279 0.35 0.00 0.00 

2013 290 0.00 0.00 0.00 

2014 293 0.00 0.00 0.00 

All 3 152 0.00 0.00 0.00 

Source: Authors’ analysis 

Obs, observations; Pr(Skew), probability of test for skewness; Pr(Kurt), probability of test for kurtosis; Prob>chi2, probability of 

test for normality using Jacque-Bera test. 

A correlation matrix containing mean returns and the four risk variables under consideration is 

reported in TABLE 2. As can be seen from the table, all the risk variables are significantly 

correlated to the mean returns and to each other. However, the correlations with mean returns 

are very low. Standard deviation has a correlation of 48% with mean returns which is almost 

double the correlations between the other variables and mean returns. Beta and standard 

deviation outperform the downside risk measures. 

TABLE 2: Cross-sectional analysis - correlation matrix 

  MR 𝜷 𝝈 𝜷𝝁
𝑫 Ʃ𝝁 

MR 1.00 

    

𝛽 0.29* 1.00 

   

𝜎 0.48* 0.74* 1.00 

  

𝛽𝜇
𝐷  0.28* 0.35* 0.61* 1.00 

 

Ʃ𝜇  0.25* 0.35* 0.56* 0.72* 1.00 

Source: Authors’ analysis 

MR, mean returns; 𝜎, standard deviation; Ʃ𝜇, semideviation with respect to the mean; 𝛽, beta against ALSI; 𝛽𝜇
𝐷, downside beta 

with respect to the mean against ALSI; * p < .05, ** p < .01, *** p < .001  

3.3.1 Cross sectional analysis 

More detailed results about the relationship between risk and return across companies can be 

obtained from regression analysis. The study runs a simple regression on unbalanced longitudinal 

panel data using fixed effects: this is a slight deviation from previous research. The deviation aims 

at more efficient estimates and increased accuracy of the relationships across time. The study 

runs a regression model relating mean returns to each of the four risk variables. More precisely,  
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𝑀𝑅𝑖𝑡 =  𝛾0 +  𝛾1𝑅𝑉𝑖𝑡 + 𝑢𝑖𝑡  (7) 

where 𝑀𝑅𝑖𝑡 and 𝑅𝑉𝑖𝑡 stand for mean return and risk variable respectively for company i at time t; 

𝛾0 and 𝛾1 are coefficients to be estimated; 𝑢𝑖𝑡 is a composite error term which accounts for 

idiosyncratic error and an unobserved effect or factor which is constant across time for each 

company but is correlated to the risk variables.  

It is assumed that factors within the companies may impact or bias the risk variables and/or mean 

returns and, as such, the fixed effects controls for this. The study assumes that certain factors 

such as industry, cost structure, corporate culture, target market are unique and time-invariant 

over the sample period and controlling for these allows more accurate measurement of the 

relationship between risk variables and mean returns. Each company is further assumed to be 

different and so 𝑢𝑖𝑡 which measures individual characteristics should not be correlated across 

companies. A fixed effects model is applied and is supported by the results of a Hausman test 

which are not reported in this study. The key insight with the fixed effects would be that if the 

unobserved variable(s) does (d) not change over time, then any changes in the dependent 

variable must be due to influences other than these fixed characteristics. 

Only heteroscedastic consistent results are reported in in TABLE 3 as the regressions display this 

weakness. 

TABLE 3: Heteroscedasticity-consistent simple regression: risk variables 

 𝜷 𝜷𝝁
𝑫 𝝈 Ʃ𝝁 

 coef./t s.e. coef./t s.e. coef./t s.e. coef./t s.e. 

𝛾0 0.19*** 0.03 0.02 0.05 0.07 0.06 -0.17*** 0.04 

 (7.23)  (0.46)  (1.21)  (-3.86)  

𝛾1 0.10* 0.04 0.23*** 0.05 0.34** 0.11 3.58*** 0.37 

 (2.32)  (4.27)  (3.01)  (9.69)  

F-stat 5.4  18  9.1  94 5.4 

Prob>F 0.02  0.00  0.00  0.00 0.02 

R2 within -0.05  -0.09  -0.26  -0.30 -0.05 

R2 between 0.01  0.03  0.08  0.07 0.01 

R2 overall 0.09  0.10  0.19  0.08 0.09 

𝜌𝑢𝑖,𝛾𝑅𝑉  0.02  0.04  0.10  0.08  

𝜌𝑢𝑖𝑡,𝑢𝑖𝑠
 0.23  0.23  0.24  0.27  

Source: Authors’ analysis 

𝜎, standard deviation; Ʃ𝜇, semideviation with respect to the mean; 𝛽, beta against ALSI; 𝛽𝜇
𝐷, downside beta with respect to the 

mean against ALSI; t statistics in parentheses; s.e. - standard error corrected for heteroscedasticity 

* p < .05, ** p < .01, *** p < .001 
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All the risk variables are clearly significant, however, their explanatory powers differ and are very 

weak. Focusing on the overall explanatory power, standard deviation explains the most (19%) 

variation in returns, followed by downside beta which only explains 10%.  

The low explanatory powers can be due to several factors. Firstly, it may be due to the fact that 

the panel data measures explanatory power across multiple cross sections and so should not be 

taken as a weakness in the results. Another reason could be that the ALSI, the JSE’s market 

portfolio, is not mean-variance efficient. According to Roll and Ross (1994) as cited by Estrada 

(2000), slight deviations of the market portfolio used to estimate betas may lead to no cross-

sectional correlation between betas and returns.  

The last possible reason could be a result of model misspecification; relevant explanatory 

variables could have been omitted. The correlation between the fixed error term and the 

explanatory variable (𝜌𝑢𝑖,𝛾𝑅𝑉) is very low. This correlation measures the effects of omitted 

variables. However, the correlation between error terms from one period to the next for a given 

company (𝜌𝑢𝑖𝑡,𝑢𝑖𝑠
) accounts for between 23-27% of the variation in returns. Thus factors which 

are unique to each company seem to account for a larger portion of the variation in returns, 

contributing to the low explanatory power of the risk variables. As the intercept (𝛾0) captures the 

effects of unobserved factors, a significant intercept provides further validity of the influence of 

idiosyncrasies on returns variation. The models with beta and semideviation have significant 

intercepts thus confirming that they leave room for unique company factors to influence returns. 

This is not the case for standard deviation and downside beta which explain most overall variation 

compared to beta and semideviation. 

The report will next discuss the results of a bi-variate regression with standard deviation and beta 

against mean returns and the same is done with semi-deviation and downside beta. The tested 

equation is as follows: 

𝑀𝑅𝑖𝑡 =  𝛾0 +  𝛾1𝑅𝑉1𝑖𝑡 +  𝛾2𝑅𝑉2𝑖𝑡 +  𝑢𝑖𝑡  (8) 

where 𝑅𝑉1𝑖𝑡  and 𝑅𝑉2𝑖𝑡 stand for beta and standard deviation respectively under the MVB 

framework; and downside beta and semi-deviation under the MSB framework; 𝑀𝑅𝑖𝑡 is the mean 

return for company i at time t; 𝛾0 and 𝛾1 are coefficients to be estimated; 𝑢𝑖𝑡 is a composite error 

term. 

The results reported in TABLE 4 have been controlled for heteroscedasticity. 

The results for the normal regressions (Panel A) and the heteroscedasticity controlled (Panel B) 

regressions are consistent. The MVB model and the MSB model are both significant. However, the 

MVB model explains 17% of the variation in mean returns, whereas the MSB model explains only 

7%. Once again unique factors explain about 26-28% of the variation in returns for both models. 

Finally, a regression model is run where all the risk variables are included as explanatory variables. 

The model tested is  

𝑀𝑅𝑖𝑡 =  𝛾0 +  𝛾1𝛽𝑖𝑡 + 𝛾2𝜎2𝑖𝑡 + 𝛾3𝛽𝑖𝑡
𝐷 + 𝛾4Ʃ𝝁 +  𝑢𝑖𝑡  (9) 

where 𝛽𝑖𝑡, 𝜎2𝑖𝑡, 𝛽𝑖𝑡
𝐷  and Ʃ𝝁 stand for beta, standard deviation, downside beta and semideviation 

respectively.; 𝑀𝑅𝑖𝑡 is the mean return for company i at time t; 𝛾0, 𝛾1, 𝛾2, 𝛾3and 𝛾4 are coefficients 

to be estimated; 𝑢𝑖𝑡 is a composite error term. The results are presented in TABLE 5. 
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TABLE 5: Panel Data multiple Regression Results: MSB vs MVB risk variables 

 Panel A 

Normal Regression 

Panel B 

Heteroscedasticity-consistent 

 𝜷 / 𝝈  𝜷 𝝁
𝑫/ Ʃ𝝁  𝜷 / 𝝈   𝜷 𝝁

𝑫 / Ʃ𝝁   

 coef./t s.e. coef./t s.e. coef./t s.e. coef./t s.e. 

𝛾0 0.085*** 0.02 -0.152*** 0.03 0.085* 0.04 -0.152*** 0.04 

 (5.277)  (-4.877)  (2.023)  (-3.759)  

         

𝛾1 -0.168*** 0.02 -0.112** 0.04 -0.168*** 0.04 -0.112* 0.06 

 (-7.556)  (-2.882)  (-4.803)  (-1.972)  

         

𝛾2 0.517*** 0.03 4.405*** 0.38 0.517*** 0.10 4.405*** 0.66 

 (16.370)  (11.657)  (5.352)  (6.702)  

         

F-stat 155  110  16.8  49.3  

Prob>F 0.000  0.000  0.000  0.000  

R2         

within -0.358  -0.308  -0.358  -0.308  

between 0.098  0.071  0.098  0.071  

overall 0.171  0.069  0.171  0.069  

         

𝜌𝑢𝑖,𝛾𝑅𝑉  0.117  0.079  0.117  0.079  

𝜌𝑢𝑖𝑡,𝑢𝑖𝑠
 0.256  0.276  0.256  0.276  

Source: Authors’ analysis 

𝜎, standard deviation; Ʃ𝜇, semideviation with respect to the mean; 𝛽, beta against ALSI; 𝛽𝜇
𝐷, downside beta with respect to the 

mean against ALSI;t statistics in parentheses; s.e. - standard error corrected for heteroscedasticity 

* p < .05, ** p < .01, *** p < .001 

The results highlight that when all the risk variables are considered together, only beta and 

standard deviation are significant. The model explains 13.7% of the variation. The variation 

explained by other factors not included in the model is about 11.3% which is significant given the 

explanatory power of the risk variables. 
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TABLE 5: Panel Data Regression Results: All risk variables 

 All Variables 

 coef./t s.e. 

𝛾0 -0.026 0.106 

 (-0.245)  

𝛾1 -0.169*** 0.048 

 (-3.502)  

𝛾2 0.414* 0.207 

 (2.000)  

𝛾3 -0.011 0.075 

 (-0.140)  

𝛾4 1.515 1.735 

 (0.873)  

F-stat 51.5  

Prob>F 0.000  

R2 within -0.409  

R2 between 0.102  

R2 overall 0.137  

𝜌𝑢𝑖,𝛾𝑅𝑉  0.113  

𝜌𝑢𝑖𝑡,𝑢𝑖𝑠
 0.276  

Source: Authors’ analysis 

t-statistics in parentheses; s.e. - standard error corrected for heteroscedasticity 

* p < .05, ** p < .01, *** p < .001 

It is worth noting further that the idiosyncratic characteristics account for 27.6% of variation in 

mean returns. The lack of significance of semideviation and downside beta may be due to the fact 

that returns distribution on the JSE is not extremely asymmetric. The bi-variate regression results 

give an indication that the downside risk variables underperformed the conventional risk 

variables with regards to explanatory power. 

A brief summary will be presented at this point before comparing the implied cost of equity using 

the risk measures. The results that have been reported thus far establish that in the case of South 

African companies (1) All risk variables are significantly related to mean returns; (2) standard 

deviation followed by downside beta have the highest individual explanatory powers, 19% and 

10% respectively; (3) idiosyncratic factors and other unaccounted for factors explain a large part 

(23-37%) of variation in mean returns; (4) The MVB framework risk variables combined together 

have a greater explanatory power (17%) than MSB risk variables (7%) when combined together; 

(5) when all risk variables are combined only beta and standard deviation are significant. 
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Therefore, the evidence suggests that beta and standard deviation are better for assessing risk 

than downside beta and semideviation. 

3.3.2 Risk measures and cost of equity 

As in Estrada’s studies, this study will now turn its attention to the comparison of costs of equities 

based on the four risk variables. From the risk variables included in the study, four risk measures 

are considered. The risk measures are the ratio between each risk variable for a given company in 

a given year and the same variable for the ALSI in that same year. The risk measures are then used 

to estimate the required returns for each company. Therefore: 

𝑅𝑀𝜎,𝑡 =  𝜎𝑡 𝜎𝐴𝐿𝑆𝐼,𝑡⁄              ⇒ 𝐸(𝐶𝐸𝜎,𝑡) =  𝑅𝑓𝑡 + 𝐸𝑅𝑃𝐴𝐿𝑆𝐼,𝑡 × 𝑅𝑀𝜎,𝑖𝑡 (10) 

𝑅𝑀Ʃ𝜇,𝑡 =  Ʃ𝜇,𝑡 Ʃ𝜇,𝐴𝐿𝑆𝐼,𝑡⁄          ⇒ 𝐸 (𝐶𝐸Ʃ𝜇,𝑡) =  𝑅𝑓𝑡 + 𝐸𝑅𝑃𝐴𝐿𝑆𝐼,𝑡  × 𝑅𝑀Ʃ𝜇,𝑡  (11) 

𝑅𝑀𝛽𝑡 =  𝛽𝑡 𝛽𝐴𝐿𝑆𝐼,𝑡⁄ =  𝛽𝑡         ⇒  𝐸 (𝐶𝐸𝛽𝑡) =  𝑅𝑓𝑡 + 𝐸𝑅𝑃𝐴𝐿𝑆𝐼,𝑡  × 𝛽𝑡  (12) 

𝑅𝑀
𝛽𝜇

𝐷,𝑡
=  𝛽𝜇,𝑡

𝐷 𝛽𝜇,𝐴𝐿𝑆𝐼,𝑡
𝐷⁄ =  𝛽𝑖𝑡

𝐷    ⇒ 𝐸 (𝐶𝐸
𝛽𝜇

𝐷,𝑡
) =  𝑅𝑓𝑡 + 𝐸𝑅𝑃𝐴𝐿𝑆𝐼,𝑡  × 𝛽𝜇,𝑡

𝐷  (13) 

where 𝐶𝐸𝑡 denotes the average cost of equity at time t; 𝜎𝑡 , Ʃ𝜇,𝑡 , 𝛽
𝑡
 𝑎𝑛𝑑 𝛽𝜇,𝑡

𝐷  denote average 

standard deviation, average semideviation with respect to the mean, average beta and average 

downside beta with respect to the mean at time t; 𝐸𝑅𝑃𝑡 is the equity risk premium measured over 

the preceding 108-year period at time t and is reported in TABLE A-3; likewise 𝑅𝑓,𝑡  which 

represents the risk free rate on a 10 year government bond at time t is reported in the same table. 

Equations 12 and 13 represent the CAPM and DCAPM respectively. 

Averaging the risk variables for a large sample is approximately equal to the standard deviation 

of an equally weighted portfolio. So the calculated required return for a given year is 

approximately equal to the required return on the equally weighted portfolio. 

TABLE 6 reports some interesting findings. The first 4 columns show the estimates of standard 

deviation, semideviation, beta and downside beta. The next four columns present the risk 

measures on the risk variables. The last 4 columns report the average cost of equity specifically, 

the last two columns report the cost of equity from the CAPM and the D-CAPM respectively. 

The first finding is that the overall downside beta is about 56% greater than the overall beta. The 

differences across the sample years are as high as 143% in 2014 and as low as 10% in 2009. Second, 

for any given time period, the average required returns are different across risk measures. The 

required return based on semideviation is always the largest followed by standard deviation, 

downside beta and then beta. This finding contradicts the findings that Estrada has reported in 

his various articles on downside risk. 

The required return for the full sample using beta is almost half the required returns based on 

semideviation. This is consistent with the findings of Estrada (2002a).Further it is noted that the 

cost of equity based on the D-CAPM is 200 basis points higher than the cost of equity generated 

by the CAPM. The difference is 400 basis points in 2014. TABLE A-4 reports that the overall 

difference is 300 basis points when the government treasury bill is the benchmark risk free rate. 
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TABLE 6: Risk measures and cost of equity 

Year 𝝈 Ʃ𝝁 𝜷 𝜷𝝁
𝑫 𝑹𝑴𝝈 𝑹𝑴Ʃ𝝁

 𝑹𝑴𝜷 𝑹𝑴𝜷𝝁
𝑫  𝑪𝑬𝝈 𝑪𝑬Ʃ𝝁

 𝑪𝑬𝜷 𝑪𝑬𝜷𝝁
𝑫 

1999 52% 46% 0.72 0.80  2.26   2.29  0.72   0.80  26% 26% 17% 17% 

2000 54% 47% 0.74 0.94  2.25   2.42  0.74   0.94  26% 27% 17% 18% 

2001 57% 48% 0.67 0.93 2.17   2.50  0.67  0.93  23% 25% 15% 16% 

2002 59% 49% 0.65 0.81 2.19   2.47  0.65  0.81  22% 24% 14% 15% 

2003 57% 45% 0.63 1.03 2.61   4.94  0.63  1.03  22% 34% 12% 14% 

2004 59% 43% 0.58 1.09 2.91   4.91  0.58  1.09  23% 34% 11% 13% 

2005 55% 40% 0.53 0.91 2.70   4.32  0.53  0.91  22% 31% 10% 12% 

2006 64% 41% 0.74 0.97 3.73   4.10  0.74  0.97  31% 33% 12% 13% 

2007 63% 38% 0.84 1.16 3.97   5.71  0.84  1.16  37% 49% 13% 15% 

2008 51% 38% 0.67 0.94 2.88   3.74  0.67  0.94  29% 36% 11% 13% 

2009 58% 41% 0.77 0.84 3.01   3.75  0.77  0.84  29% 34% 12% 13% 

2010 47% 40% 0.61 0.88 2.53   3.94  0.61  0.88  26% 37% 11% 12% 

2011 45% 38% 0.59 1.03 2.41   4.11  0.59  1.03  27% 40% 12% 14% 

2012 45% 40% 0.56 0.98 2.45   4.01  0.56  0.98  26% 38% 11% 14% 

2013 43% 35% 0.48 0.95 2.89   4.48  0.48  0.95  31% 43% 11% 14% 

2014 44% 33% 0.47 1.15 3.65   7.39  0.47  1.15  39% 70% 11% 15% 

All 52% 12% 0.62 0.97 2.85 4.31 0.62 0.97 28% 39% 12% 14% 

Source: Authors’ analysis 

𝜎, standard deviation; Ʃ𝜇, semideviation with respect to the mean; 𝛽, beta against ALSI; 𝛽𝜇
𝐷, downside beta with respect to the 

mean against ALSI; RM, risk measure; CE, cost of equity. 

Estrada (2001) established that industries with high negative skewness had cost of equity based 

on downside risk higher than the cost of equity based on total risk. In addition to those findings, 

he reported that industries with higher positive skewness had cost of equity based on downside 

risk lower than cost of equity based on total risk. In TABLE A-1, with the exception of 1999, 2009 

and 2012, all years, including the overall sample, are positively skew. This study establishes that 

the cost of equity based on semideviation is always higher than the cost of equity based on total 

risk which in turn is always higher than cost of equity based on downside beta. 

The reported differences between the D-CAPM and the CAPM are huge. They can have a marked 

impact on the ability to accept a number of investment projects and can have a very significant 

impact on valuation. The evidence presented here has highlighted that the cost of equity using 

beta as the risk measure may be too low. However, this does not necessarily provide a clear 

backing to semideviation and downside beta as more appropriate measures of risk for South 

African companies but it does highlight that the differences cannot be ignored. 
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4. CONCLUSION 

A widely accepted measure of risk is important for the evaluation of projects and valuation of 

companies. The debate surrounding the most appropriate measure remains inconclusive and 

practitioners faced with low explanatory power of beta have turned to the CAPM. The measure of 

risk is of greater concern in emerging markets. Earlier researchers have challenged the validity of 

beta from both a theoretical and an empirical point of view. They have found support for downside 

risk variables such as semideviation and downside beta especially in markets which exhibit non-

normal and asymmetric returns like emerging markets. 

The present work uses the mean returns of shares traded on the JSE Securities Exchange from 1999 

to 2014 and investigates empirically the relationship between risk and return in an MVB framework 

(standard deviation and beta) and in an MSB framework (semideviation and downside beta). 

Semideviation and downside beta are considered plausible measures of risk as they capture 

downside risk that investors wish to avoid. 

Empirical evidence reported elsewhere suggests that semideviation and downside beta explain 

the cross section of returns where beta fails. This evidence is much stronger for emerging markets. 

The evidence from this article, however, contradicts these findings. While the downside risk 

variables are significant explanatory variables when regressed against mean returns, they have 

weaker explanatory power compared to the normal risk variables.  

The risk variables from the two opposing frameworks, however, share a common inherent weakness 

in that they explain a small portion of mean return variation (not more than 20%) leaving other 

unobserved factors including company specific factors to explain the balance. This evidence 

weakens the support for downside risk measures as plausible risk measures in South Africa and 

suitable for emerging markets. However, it must be qualified that the assumptions under which 

the downside risk measures find favour, that is non-normal and asymmetric returns distributions, 

are slightly true from a graphical examination of mean returns in South African. This probably 

explains the unconvincing results reported on the downside risk variables in this study. 

Finally, the D-CAPM generates average required returns which are higher than CAPM generated 

required returns by as much as 400 basis points. This would be expected to change the investing 

decision significantly and affect the valuation of companies. This difference is difficult to ignore 

even in the light of the CAPM proving to have a slight edge over D-CAPM in South Africa. 
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APPENDIX 

TABLE A-1: Analysis of mean returns skewness and kurtosis  

Year obs mean s.d. skew kurt 

1999 113 0.50 0.49 (0.48) 4.72 

2000 124 0.08 0.58 2.46 20.33 

2001 135 0.28 0.42 0.40 3.21 

2002 145 0.30 0.51 1.15 6.83 

2003 166 0.38 0.60 1.59 14.56 

2004 174 0.47 0.66 2.19 12.80 

2005 183 0.55 0.50 1.59 8.46 

2006 188 0.37 0.42 1.52 7.39 

2007 194 0.16 0.57 3.08 17.27 

2008 198 (0.18) 0.56 2.64 30.47 

2009 205 0.24 0.42 (1.49) 8.40 

2010 218 0.25 0.42 1.67 13.46 

2011 240 0.11 0.37 0.86 7.10 

2012 279 0.13 0.46 (0.13) 8.25 

2013 289 0.17 0.50 0.99 8.14 

2014 291 0.14 0.54 1.57 17.89 

All 3 142 0.23 0.53 1.34 12.88 

Source: Authors’ analysis 

obs: no. of company years; mean: arithmetic mean of returns; s.d. : standard deviation; skew: skewness; kurt: kurtosis 
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FIGURE A-1: Histogram of annualised cross-sectional returns (1999-2014) 
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TABLE A-2: Descriptive statistics (monthly returns) 

Panel A             

  Within   Between 

  s.d. min max   s.d. min max 

returns 38.84  (14.16) 1.21    13.63  (1.24) 0.85  

beta 17.96  (12.80) 0.80    14.08  (1.49) 0.96  

dbeta 16.51  (8.82) 1.08    12.46  0.39  1.56  

stddev 10.41  (11.45) 0.57    12.82  0.07  0.79  

semidev 0.48  (0.12) 0.02    0.25  0.01  0.03  

 

Panel B             

Overall 

  s.d. min max mean T groups obs 

returns 52.19  (2.41) 1.40  0.28  10.14  311  3152  

beta 31.41  (4.15) 1.15  0.63  10.14  311  3152  

dbeta 26.76  0.08  1.60  2.21  10.14  311  3152  

stddev 22.70  0.06  0.91  0.53  10.14  311  3152  

semidev 0.56  0.00  0.03  0.06  10.14  311  3152  

Source: Authors’ analysis 

s.d. : standard deviation; min: minimum; max: maximum; mean: arithmetic mean; T: average years per company; groups: no. of 

companies; obs: no. of company years 
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TABLE A-3: Risk free rates and Equity risk premiums 

  Risk Free Rate   Equity Risk Premium 

  10 Year  

Gov bond 

3 Month  

T-bill 

  108 Years  

(JSE-10Y Gov) 

78 Years  

(JSE-10Y Gov) 

78 Years  

(JSE-3M TBill) 

1999 13.68% 12.94%   4.45% 5.26% 5.76% 

2000 12.72% 10.09%   5.28% 5.79% 6.58% 

2001 11.49% 9.69%   5.33% 5.29% 6.19% 

2002 10.51% 11.08%   5.40% 5.36% 6.34% 

2003 9.02% 10.92%   4.98% 5.08% 6.24% 

2004 8.18% 7.60%   4.83% 5.19% 6.52% 

2005 7.44% 6.89%   4.86% 5.47% 6.90% 

2006 7.84% 7.33%   5.10% 6.10% 7.65% 

2007 8.50% 9.00%   5.41% 7.14% 8.68% 

2008 7.21% 10.72%   5.65% 7.60% 8.98% 

2009 8.40% 8.17%   5.25% 6.74% 8.17% 

2010 7.31% 6.48%   5.80% 7.53% 8.82% 

2011 7.94% 5.51%   6.11% 7.77% 9.23% 

2012 7.29% 5.27%   6.44% 7.77% 9.15% 

2013 8.23% 5.31%   5.58% 7.85% 9.41% 

2014 8.59% 5.88%   5.71% 8.34% 9.79% 

Source: Authors’ analysis 
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TABLE A-4: Risk measures and cost of equity (risk free rate = 3 month treasury bills) 

Year 𝑪𝑬𝝈 𝑪𝑬Ʃ 𝑪𝑬𝜷  𝑪𝑬𝜷𝑫  

1999 26% 26% 17% 18% 

2000 25% 26% 15% 16% 

2001 23% 25% 14% 15% 

2002 25% 27% 15% 16% 

2003 27% 42% 15% 17% 

2004 27% 40% 11% 15% 

2005 26% 37% 11% 13% 

2006 36% 39% 13% 15% 

2007 43% 59% 16% 19% 

2008 37% 44% 17% 19% 

2009 33% 39% 14% 15% 

2010 29% 41% 12% 14% 

2011 28% 43% 11% 15% 

2012 28% 42% 10% 14% 

2013 33% 47% 10% 14% 

2014 42% 78% 10% 17% 

All  31% 44%   13%  16% 

Source: Authors’ analysis 

 

 

 

 


